International Journal of Wireless Information Networks, Vol. 10, No. 2, April 2003 (© 2003)

A Call-Admission Control (CAC) Algorithm for Providing
Guaranteed QoS in Cellular Networks
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Future broadband wireless access systems are expected to integrate various classes of mobile
terminals (MTs), each class with a different type of quality of service (QoS) requirement. When the
load on a wireless network is high, the guarantee of QoS for each class of MTs is a challenging
task. This study considers two classes of MTs—profiled MTs and nonprofiled or regular MTs. It is
assumed that profiled users require a guaranteed QoS. The measure of QoS is the probability of
forced termination of a call that was allowed to access the network. Two previous handoff prioritiza-
tion schemes—(i) prerequest scheme and (i) guard channel scheme—decrease handoff failure (and
hence forced termination). In this work, we compare and contrast both the schemes through exten-
sive simulation and we find that neither guard channel nor channel prerequest scheme can guaran-
tee a desired level of QoS for the profiled MTs. We then propose a novel call-admission control
(CAC) algorithm that can maintain any desired level of QoS, while the successful call completion
rate is very high. In the proposed algorithm, the new call arrival rate is estimated continuously, and
when the estimated arrival rate is higher than a predetermined level, some new calls are blocked
irrespective of the availability of channels. The objective of this new call preblocking is to maintain
a cell’s observed new call arrival rate at no more than the predetermined rate. We show that the

proposed method can guarantee any desired level of QoS for profiled users.

KEY WORDS: Call admission control; call arrival rate; call blocking; call holding time; call preblocking;
cell dwell time; forced termination; quality of service.

1. INTRODUCTION

With increasing demand for mobile computing
services and limited available bandwidth, wireless networks
increase the number of simultaneous users in the network
systems by reducing the cell size. It is projected that future
wireless networks will adopt a micro/pico-cellular architec-
ture [1]. However, smaller cell size naturally increases the
number of handoffs a MT is expected to make. As the new
call arrival rate or load increases, so does the probability of
handoff failure; this phenomenon, combined with the large
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number of handoffs before completion of a call, increases
the forced termination probability of calls.

Future broadband wireless access systems are
expected to integrate various classes of MTs, each class
with a different type of quality of service (QoS) require-
ment. This study considers two classes of MTs—profiled
MTs [2], and nonprofiled or regular MTs. The measure of
QoS for the profiled MTs is the probability of forced ter-
mination of a call that was allowed to access the network.
When the load on a wireless network is high, the guaran-
tee of QoS for each class of MTs is a challenging task.
Here it is assumed that the trajectory of profiled MTs is
known, that is, the sequence of cells a MT crosses during
the life of a call is known (say, from a profile database).

Many call-admission control (CAC) algorithms use
two generic handoff prioritization schemes: (i) advanced
request for a channel—prerequest scheme [3], and
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(ii) reserving a number of channels for only handoff
calls—guard channel scheme [3-5]. In general, handoff
prioritization schemes decrease handoff failure (and
hence forced termination) but increase call blocking. In
this work we compare and contrast both the schemes
through extensive simulation.

We use two metrics—forced termination probabil-
ity and successful call completion rate—for assessing
the performance of the CAC algorithms. Forced termin-
ation probability (FTP), Py, is defined as the ratio of the
number of calls forced to terminate because of failed
handoff to the number of calls that successfully entered
the network. Successful call completion rate, SCCR, is
defined as the number of calls that are successfully
served to completion per unit time by each cell. Note
that SCCR is the product of (i) new call arrival rate,
(i1) (1 — P,)—probability that a new call is admitted,
and (iii) (1 — Py)—probability that an ongoing call is
not forced to terminate. An ideal CAC algorithm should
maintain the value of P at or below the desired level,
while achieving the highest SCCR. It is found that nei-
ther method can guarantee a desired forced termination
rate for the profiled MTs. Thus, novel CAC algorithms
are necessary for guarantee of QoS to profiled MTs.

In this work, we propose a novel CAC algorithm that
can maintain any desired level of QoS while achieving a
very high SCCR. In the proposed method, the actual new
call arrival rate is estimated continuously, and when the
estimated new call arrival rate increases beyond a prede-
termined level, some new calls are blocked irrespective of
the availability of channels. The objective of this
preblocking of calls is to maintain the wireless network
system’s observed new call arrival rate at no more than a
predetermined rate.

2. EVALUATION OF HANDOFF
PRIORITIZATION SCHEMES

In this section, we evaluate the guard channel and
the channel pre-request schemes. We will compare and
contrast their merits and demerits.

2.1. Profiled Users

A user profile includes mobility patterns and ser-
vices accessed. It is recorded against the time of day and
is kept in the home location register (HLR) database of
the network for all the profiled users [6]. It is assumed
that spatial and temporal information (the place and the
time of travel) of the profiled users can be obtained from
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this database. A base station controller (BSC) can use
this database to perform profile-based channel allocation
decisions, if necessary. The network utilizes profile
information in the database for significantly improving
the QoS of the profiled MTs by reducing the forced
termination probability. Any MT that is not a profiled
MT is a nonprofiled MT. We assume that the network’s
knowledge of the profile information is “perfect”; that
is, it knows a mobile’s trajectory in time and space.

Two generic channel assignment schemes—the
guard channel scheme [3-5,9] and the channel pre-
request scheme [3]—have been proposed. They can
reduce the forced termination probability and improve
the QoS. Here, we extensively study them to answer two
questions that were not answered in previous studies:
(1) How much QoS can they improve for the profiled
users and not all users? (ii) Can they provide any desired
level of QoS to the profiled users under variable loads?

Below, a brief description of each scheme is pro-
vided for clarity and completeness.

2.2. Channel Prioritization Schemes
2.2.1. Guard Channel Scheme

In this method, a number of wireless channels, say
G out of a total of C channels, called “guard channels,”
are exclusively reserved for handoff calls of profiled
users. The remaining channels, called “normal channels”,
are shared among all types of calls. By “all types of
calls” we mean new calls, the handoff calls of profiled
users and the handoff calls of nonprofiled users. New
calls and nonprofiled handoff calls are accepted as long
as a channel other than the guard channels is available.
Profiled handoff calls are accepted until all the channels
in the cell are occupied.

2.2.2. Channel Prerequest Scheme

Along the cell boundary, there exists an area where
channels of more than one cell can service a MT. The
channel prerequest scheme exploits this fact as follows.
In the channel pre-request scheme, the neighboring cell
to which a profiled user is moving into next can be
obtained from the HLR database much before the user
leaves the current cell. This information can then be
used to pre-request a channel from a neighboring cell a
certain amount of time (called the reservation period)
before leaving the current cell. The reservation period
may start at any time if the profiled user is in the region
of overlap between cells. It is assumed that trajectories
of nonprofiled users are not available and hence chan-
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nels for them cannot be prerequested. By increasing the
reservation period, the probability that a profiled user
will be forcefully terminated can be decreased.

2.3. Simulation Model

For our simulation study, we considered hexag-
onal cells. The cell layout for our simulation is shown
in Fig. 1. The 49 white cells are part of the model, and
the shaded ones show the wraparound neighbors. The
wraparound topology is used because it eliminates the
boundary effect keeping exactly six neighbors for each
cell [7].

We assume a static channel allocation scheme for
cells; that is, the number of channels allocated to a cell
does not change during the simulation. All cells are
given the same number of channels, and the reuse dis-
tance is not a parameter in our study.

2.3.1. Mobility Model

For our work, mobility of MTs is modeled using a
simple Brownian-motion or random-walk approxima-
tion [10, 11]. In this model, a MT moves to any of the
current cell’s neighbors with equal probability—1/6 for
the hexagonal layout. It is assumed that both profiled
and nonprofiled MTs are taking a random walk from
cell to cell. However, because the trajectory of each
profiled MT is known, the channels for it can be
requested before it actually moves to the next cell.
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Fig. 1. The cell layout for our simulation.

Residence time of a MT (profiled or nonprofiled) in a
cell is exponentially distributed with mean 1/ns. All
MTs are mobile.

2.3.2. Additional Modeling Assumptions and Notations

We make the following additional assumptions:

1. We assume a fraction f of the users to be profiled
and the remaining (1 — f) to be nonprofiled.

2. New call arrivals into the network follow a Poisson
distribution with mean A calls/s, and the call hold-
ing time or the total duration of the call follows an
exponential distribution with mean 1/u s.

Note that these are commonly used assumptions for
simulation and analysis. The load of a cell is the ratio of call
arrival rate to call completion rate, p = A/u Erlangs/cell.

2.3.3. Default Parameter Values

Unless stated otherwise, we make the following
assumptions:

Number of channels/cell 20
Number of calls simulated 300,000
Percentage of profiled users 50
Percentage of nonprofiled users 50
Mean call holding time 120 seconds
Mean call residence time 12 seconds
Reservation period 4 seconds
Number of guard channels/cell 4

2.4. Results and Discussions

To keep labels on the charts short guard-channels,
nonprofiled, profiled, and reservation-period are denoted
by GC, NP, P, and RP, respectively. Figure 2 shows that
the forced termination probability for profiled users and
nonprofiled users increases with increasing load in both
schemes. This can be attributed to a higher call arrival
rate and hence higher channel occupancy.

It is found that SCCR increases in the both channel
prerequest and guard channel schemes as the percentage
of profiled users changes from 20% to 80% (plots not
shown). The reason for this growth can be explained as
follows. As the percentage of profiled users increase, the
number of users who can get a channel successfully from
a neighbor increases.

The probability of forced termination for both pro-
filed and nonprofiled users, however, is found to increase
(Fig. 3). The actual growth in Py is much higher for the
nonprofiled users than for the profiled users. For instance,
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Fig. 2. Variations of P, between the various types of calls using the two schemes.
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us compute the weighted average of the forced termination
probabilities for the entire system, using the equation,

Py (system) = Py(profiled) X f + Pynonprofiled) X (1 — f)

The values are 0.1605 and 0.1048 with 20% and 80% pro-
filed users, respectively. We observed that Py of the system
has decreased with an increase in the percentage of profiled
users. This naturally increases the SCCR. The successful
call completion rate with varying percentage of profiled
users in guard channel scheme exhibits the same behavior.

In the channel prerequest scheme, the effect of
increasing the reservation period for a constant load
is considered next. We observe that, with an increase
in reservation time, the Py of profiled users decreases
drastically while that of nonprofiled users increases
(Fig. 4). This is due to the fact that, with an increase
in the reservation period, the profiled users get a larger
time interval for a successful handoff to a neighbor.
Hence, their probability of getting a channel from the
neighbor increases. This naturally decreases the
probability of nonprofiled users getting a channel from
the cell. The observations for the guard channel
scheme are very similar. In the guard channel scheme,
however, it is observed that SCCR decreases
continuously with an increase in the number of guard
channels (Fig. 5).

From the above discussion, it is evident that the
guard channel scheme decreases the forced termination
probability of the profiled handoff calls, but it also
decreases the successful call completion rate of the sys-
tem. However, the advantage of this scheme is that it can
ensure better QoS to the profiled users if maximum load
is known in advance.

The channel prerequest scheme has the advantage
of making efficient use of the channels in the system.
However, when the load goes beyond a predetermined
value, it does not guarantee QoS for the profiled users.
For high system utilization, channel prerequest scheme is
more desirable.

The schemes discussed above do not always
guarantee a desired QoS to profiled users while utiliz-
ing the system efficiently. To achieve both, we pro-
pose a novel approach that can be used with the guard
channel scheme as well as the channel prerequest
scheme.

3. THE PROPOSED CALL-ADMISSION
CONTROL (CAC) ALGORITHM

Our proposed CAC algorithm controlls the load
observed by a cell, irrespective of the actual load of the
system. An acceptable maximum load, p,, of a cell is
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Fig. 4. Impact of reservation period on P of calls in the channel prerequest scheme.
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determined either by simulations or by an analytical
method. The value of p,, is used by the CAC algorithm
during its operation. Note that, for any load above p,,, P
of the profiled users exceeds the desired value, and
hence, the cell fails to meet the desired QoS of the pro-
filed users. A flow chart description of the algorithm is
shown in Fig. 6.
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acceptable load,
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y

During the operation of the system, the arrival Compute
rate and hence the expected load is estimated. If the fela/le
estimated load is no more than p,,, attempts are made
to allocate channels for all incoming new calls. v
Otherwise (the load is greater than p,,, and) attempts Generate
are made to allocate channels for only a fraction, f,, of probebility, Pr
4

the incoming new calls. The other (1 — f,) fraction of

the incoming calls are blocked even when some

channels are free. We call this call preblocking. The Y
fraction f, is calculated as f, = p,/p,, where p, is the

estimated load.
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There are many possible ways for estimating the N lY
load p,. The one used here assumes that information call Socked Channel
about the arrival times of the most recent N new calls is assignod
maintained by the system. Here N is called the “sample v
size” for estimation of load. If the arrival time of the first Ongoing call
new call is #; and the arrival time of the last new call is !
ty, then % gives the estimated arrival rate A. The value Channel
of Mu, where w is the service rate of the system, gives release

the estimated load p,,. Fig. 6. A flow chart description of the proposed CAC algorithm.
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4. PERFORMANCE OF THE PROPOSED
CAC ALGORITHM

To conserve space, we report on the performance of
the CAC algorithm for a desired value of P, = 0.02 or
2% for the profiled users. From our simulation, it is
observed that in the original channel prerequest scheme
a load of 14 Erlangs/cell with a reservation period of 4 s
satisfies this value of P, while in the original guard
channel scheme, a load of 14 Erlangs/cell with three
guard channels guarantees Pj of profiled users to be
below 2%. So we assume that a load of 14 Erlangs/cell
is the acceptable maximum load in the proposed method.
Default sample size for arrival rate estimation is 50.
We have tested the CAC algorithm for many other com-
binations of parameter values and have observed similar
performance.

Figure 7 shows the variation of the forced termina-
tion probability with increasing load, when the CAC
algorithm is used with the prerequest scheme. The forced
termination probability increases for profiled as well as
for nonprofiled users up to a certain load and then
becomes almost constant. At low load, the system accepts
almost all new calls. However, the network blocks some
new calls if the estimated load is greater than 14
Erlangs/cell. This call preblocking always maintains the
observed load in a cell to be about 14 Erlangs/cell. This

stabilizes the forced termination probability of all types of
users at a load greater than 14 Erlangs/cell. Observe that
the Py for profiled users remains at or below 2%, even
though the load increases. We tested even with such
(unreasonably) high load as 300 Erlangs/cell, and the
performance was as good!

In Fig. 8, the variation of SCCR with load is shown
when the CAC algorithm is incorporated in the channel
prerequest scheme. Successful call completion rate ini-
tially increases with load, up to a load 14 of Erlangs/cell,
and then becomes almost constant. When the estimated
load is below 14 Erlangs/cell, the successful call com-
pletion rate increases with load, because no call or very
few calls are rejected without any attempt to allocate
channel. The reason for SCCR becoming almost constant
above a load of 14 Erlangs/cell is the following. To keep
the Py of profiled users below 2%, new calls are not
admitted into the system when the estimated load goes
above 14 Erlangs/cell and so P, increases and (1 — P,)
decreases. But, because the time taken for new
call arrivals at high load is lower than the time taken for
new call arrivals at low load for the same number of
calls, the number of calls successfully served per unit
time is almost constant for any offered load above
14 Erlangs/cell.

When we tried to look at the effect of incorporating
the CAC algorithm in the guard channel scheme, we
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Fig. 7. Py in the system when the CAC algorithm is incorporated into the channel prerequest scheme.
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Fig. 8. Difference in SCCR when the CAC algorithm is incorporated into the original schemes.

observed that P, and SCCR exhibited similar behavior.
However, SCCR in guard channel scheme is lower than
that of channel prerequest scheme when the CAC algo-
rithm is used. This behavior is depicted in Fig. 8. This
can be attributed to the inefficient utilization of guard
channels in the guard channel scheme.

Figure 9 shows the percentage fall in the successful
call completion rate with load, when CAC algorithm is
incorporated in the channel prerequest scheme, compared
to SCCR in a system without CAC algorithm at a load of
14 Erlangs/cell. We see that the difference is higher at a
load of 14 Erlangs/cell and then tends to decrease and
almost stabilizes after a load of 18 Erlangs/cell. This
behavior is naturally expected from the behavior of
SCCR with load.

When the CAC algorithm is incorporated in the
channel prerequest scheme, the blocking probability of
the system increases faster with load. Over a load of 14
Erlangs/cell, we observe an increase in the blocking
probability of the system using the proposed method,
when compared to the blocking probability of the system
using the original channel prerequest scheme. This is
expected because of the rejection of a fraction of new
calls, even if a channel is available, when the load is
above 14 Erlangs/cell.

From the above discussion, it is evident that the
CAC algorithm can guarantee QoS to the profiled users.

Moreover, it maintains the successful call completion
rate of the system to be close to the maximum value. We
now discuss the effect of sample size (for estimation of
new call arrival rate) on the system parameters.

5. THE EFFECT OF SAMPLE SIZE

The simulation study reported in the previous sec-
tion used arrival times of the most recent 50 calls for esti-
mating call arrival rates. In this section we study the
effect of sample size on the estimation of arrival rates. We
use sample size to mean the number of call arrival times
used for the estimation of arrival rates. Figure 10 shows
plots of call blocking probabilities with load for sample
sizes 20, 30, 40, and 50. It is observed that for the same
load, an increase in sample size causes a decrease in new
call blocking probability. Plots in Fig. 11 show call force
termination probability for profiled uses and nonprofiled
users and the system for sample sizes 20 and 50. Again,
a clear and consistent decrease in forced termination
probability is observed for a decrease in sample size. (We
have shown plots for only two sample sizes to keep fig-
ures legible.) Plots in Fig. 12 show SCCR for sample
sizes 20, 30, 40, and 50. For every load we see a consis-
tent pattern—the smaller the sample size used, the better
the QoS (or smaller the probability of forced termination)
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5.1. Estimation of Arrival Rates with Finite Number
of Samples

If arrivals follow a Poisson distribution with
A call/s, the probability of exactly k arrivals during a time
interval of length 7 can be written as [12]

e*)\t()\t)k
pk\.1) = T ey
Now consider a time interval of length% X n= % that is,
product of an average time between two consecutive
calls and n. The probability of arrival of k calls during
this length of time is obtained by substituting % for ¢ in

Eq. (1).

(0)
p(Inf) = 5N @
k!
After simplification, we obtain
—n_k
pAg) = 4 )

An interesting fact is that the right-hand side of Eq. (3)
is independent of call arrival rate A. Thus the discussions
that follow are independent of call arrival rate, and hence
we use p(k,n) for p(k,)\,%).

0.5 T T

The probability of arrival of fewer that n calls dur-
ing any interval of time length 2 is obtained by summing
the right-hand side of Eq. (3).

n:le—nnk _nn—lnk
pmy = > = > )
k=0 K- k=0K-:

The sum on the right-hand side of Eq. (4) is the
probability of underestimation of arrival rates, because
this is the probability that fewer than n calls arrive during
a time duration %

A plot of p(n) with sample size is shown in Fig. 13.
It is clear that p(n) is smaller than 0.5 for finite values
of n; p(n) gradually increases and approaches 0.5 as n
goes to o, as the law of large numbers dictates. Thus,
the smaller the sample size, the lower is the probability
of underestimation of the call arrival rate. In other
words, the smaller the sample size, the higher is the
probability of overestimation of arrival rate. With
smaller sample size, the consistent improvement in QoS
for both classes of calls (observed in Fig. 11) is a natu-
ral phenomenon of the Poisson arrival process.
Furthermore, use of any sample size is bound to keep
the QoS at a predefined level, when it is evaluated over
a long period.
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Fig. 13. Sample size and probability of under estimation of call arrival rate.
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6. CONCLUSION

In this paper, we evaluated two handoff prioritiza-
tion methods for channel allocation. We compared and
contrasted their advantages and disadvantages. We
found that they fail to meet the desired QoS when the
system load exceeds a predetermined value. We have
proposed a novel CAC algorithm that guarantees QoS,
that is, forced termination probability for profiled users
at any load. From the network operator’s view, the
algorithm can maintain a very high successful call com-
pletion rate. The proposed CAC algorithm can work
independently or in conjunction with other handoff pri-
oritization schemes.

The system using the CAC algorithm works just
like the system using the original scheme. The only dif-
ferences are that (i) when the estimated load p, is below
a certain value p,,, the proposed system accepts all new
calls, and (ii) when the estimated load p, goes above the
value p,,, it accepts the new calls selectively.
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